
Problems #8 Special Functions & WZ Theory
AARMS Summer School, Dalhousie University

Jul 11 � Aug 5, 2016

Problem 1. (2 XP) Let p2Z>0. We have already seen that the sums of powers

Sn
(p)=1p+2p+ :::+np

can be expressed in terms of Bernoulli polynomials. Let us consider an alternative approach here.

(a) Show that X
n=0

1

Sn
(p)xn=

1

1¡x (xD)
p 1

1¡x:

(b) Use this identity to �nd (again) explicit formulas for Sn
(p) in the cases p=1; 2; 3.

(c) (bonus challenge, 2 XP extra) Can you generalize these to provide a general formula that holds for all p?

Solution.

(a) Observe that (xD)p 1

1¡x is the generating function of (np)n>0. The claim now follows from the fact that, if
F (x) is the ogf of an, then F (x)/(1¡x) is the ogf of the partial sums a0+ a1+ :::+ an.

(b) The basic ingredient for the computations will be the identity

1

(1¡x)k+1
=
X
n>0

�
n+ k
k

�
xn;

which we derived earlier.

� In the case p=1, we have

1
1¡x (xD)

1
1¡x =

x
(1¡x)3 ;

and hence, extracting the coe�cient of xn,

X
k=1

n

k=
�
n+1
2

�
=
n(n+1)

2
:

� In the case p=2, we have

1

1¡x (xD)
2 1

1¡x =
1

1¡x (x
2D2+xD)

1

1¡x =
2x2

(1¡x)4 +
x

(1¡x)3 ;

and hence, extracting the coe�cient of xn,

X
k=1

n

k2=2
�
n+1
3

�
+
�
n+1
2

�
=
n(n+1)(2n+1)

6
:

� In the case p=3, we have

1
1¡x (xD)

3 1
1¡x =

1
1¡x (x

3D3+3x2D2+xD)
1

1¡x =
6x3

(1¡x)5 +
6x2

(1¡x)4 +
x

(1¡x)3 ;
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and hence, extracting the coe�cient of xn,

X
k=1

n

k3=6
�
n+1
4

�
+6
�
n+1
3

�
+
�
n+1
2

�
=

�
n(n+1)

2

�
2

:

Challenge. Can you identify the coe�cients in front of the binomial coe�cients?

By the way, by putting the rational function on a common denominator before extracting coe�cients, we obtain
di�erent combinations of binomial coe�cients. For instance,

1
1¡x (xD)

3 1
1¡x =

x3+4x2+x
(1¡x)5 =

x3

(1¡x)5 +
4x2

(1¡x)5 +
x

(1¡x)5 ;

so that we get X
k=1

n

k3=
�
n+1
4

�
+4
�
n+2
4

�
+
�
n+3
4

�
=

�
n(n+1)

2

�
2

:

Challenge. Again, can you identify these coe�cients and produce a general formula? �

Problem 2. (3 XP) The Dirichlet series generating function of a sequence (an)n>1 is the function
X
n>1

an
ns

.

(a) What is the Dirichlet series generating function of the sequence (n3)n>1?

(b) Which sequence is generated by the Dirichlet series generating function �(s)2?

(c) For given �, which sequence is generated by �(s)�(s¡�)?

(d) Suppose that a(n) is fully multiplicative, that is, a(nm)= a(n)a(m) for all n;m2Z>1. Show that

X
n>1

a(n)
ns

=
Y
p

�
1¡ a(p)

ps

�¡1
;

where the in�nite product is over all primes p.

Solution.

(a) The generating function is
X
n>1

n3

ns
= �(s¡ 3).

(b) We observe that Dirichlet series generating functions multiply according to X
n>1

an
ns

! X
n>1

bn
ns

!
=
X
n>1

cn
ns
; cn=

X
djn

adbn/d:

In our case, we have an= bn=1, so that the sequence generated by �(s)2 is the number of divisors of n.

(c) Note that, as in the �rst part of this problem,

�(s¡�)=
X
n>1

1

ns¡�
=
X
n>1

n�

ns

generates the sequence n�. Hence, by the second part, the sequence cn generated by �(s)�(s¡�) is the sum of
powers of divisors

cn=
X
djn

d�;
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which is usually denoted by ��(n).

(d) Let us write Because n can be factored uniquely into prime powers n= p1
r1p2

r2���psrs, and because, in that case,

a(n)= a(p1
r1)a(p2

rs)���a(psrs);

we have X
n>1

a(n)
ns

=
Y
p

�
1+

a(p)
ps

+
a(p2)
p2s

+ :::

�
:

So far, we have only used that a(n) is multiplicative in the sense that a(nm)=a(n)a(m) if n andm are coprime.
If a(n) is fully multiplicative, we further have

X
n>1

a(n)
ns

=
Y
p

�
1+

a(p)
ps

+
a(p)2

p2s
+ :::

�
=
Y
p

�
1¡ a(p)

ps

�¡1
: �

Problem 3. (2 XP) Let N > 1, and let h=(b¡ a)/N . In numerical analysis, the (composite) trapezoidal rule

Z
a

b

f(x) dx�h
�
f(a)
2

+ f(a+h) + f(a+2h)+ :::+ f(b¡h)+ f(b)
2

�

is used to approximate de�nite integrals.

(a) Show that the error of this approximation is O(h2) if f 2C2[a; b].

(b) Spell out the �rst, say, two terms of the asymptotic for the error under the assumption that f is su�ciently
di�erentiable.

(c) (1 XP extra) The trapezoidal rule works amazingly well when the integrand f(x) is smooth and periodic
with period b¡ a. Can you explain why?

Solution.

(a) Let us write g(x)= f(a+xh), so that

TR :=
f(a)
2

+ f(a+h) + f(a+2h)+ :::+ f(b¡h)+ f(b)
2

=
g(0)
2

+ g(1)+ g(2)+ :::+ g(N ¡ 1)+ g(N )
2

:

Euler�Maclaurin tells us that we have

Z
0

N

g(x)dx=TR¡
X
n=1

M
B2n
(2n)!

(g(2n¡1)(N)¡ g(2n¡1)(0))¡R2M

with

RM =
(¡1)M¡1

M !

Z
0

N

BM(x¡bxc)g(M)(x)dx:

Observe that g(n)(N)=hn f (n)(b) and g(n)(0)=hn f (n)(a). Moreover,

Z
0

N

g(x)dx=

Z
0

N

f(a+xh)dx=
1
h

Z
a

b

f(x)dx:
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Hence, the error is

Z
a

b

f(x)dx¡TR �h=¡
X
n=1

M
B2nh2n

(2n)!
(f (2n¡1)(b)¡ f (2n¡1)(a))¡hR2N: (1)

If f 2C2[a; b], then we can choose M =1 and �nd that the error is

Z
a

b

f(x)dx¡TR �h=¡h
2

12
(f 0(b)¡ f 0(a))¡hR2=¡

h2

12
(f 0(b)¡ f 0(a))+O(h2);

since

R2=¡
1

2

Z
0

N

B2(x¡bxc)g 00(x)dx=¡
h2

2

Z
0

N

B2(x¡bxc)f 00(a+xh)dx=¡h
2

Z
a

b

B2(:::)f 00(y)dy=O(h);

where we used g 00(x)=h2 f 00(a+xh) as well as the fact that B2(x) is bounded on [0; 1].

(b) The �rst two terms of (1) are

¡h
2

12
(f 0(b)¡ f 0(a))+

h4

720
(f 000(b)¡ f 000(a)) +O(h6):

That the error term is indeed of the form O(h6) is using the assumption that f 2C6[a; b].

(c) If f(x) is smooth and periodic with period b¡ a, then we have f (n)(b)= f (n)(a), and all the terms in (1), with
the exception of the remainder term, are zero. Since f is smooth, we can chooseM as large as we want to see thatZ

a

b

f(x)dx¡TR �h=O(hm)

for any m> 0. �
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